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1.  relAte worK

1.1  Kernel Function of SVM
Accord ing  to  s t a t i s t i c s ,  SVM i s  a  l ea rn ing 

algorithm based on structural risk minimization, which 
has high generalization performance of the universal 
learning machine also. Set split surface x b 0$ + =~ , 
the sample set
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Linear time-sharing SVM split by a hyper plane, the 
training sample points classification, the two types 
of training points to the split surface and the minim-
um distance classification margin maximum[5]. Class 
interval margin=2/||ω||, so that the maximum interval is 
equivalent to that ||ω||2 min. 

Solving the optimal separating surface can be 
transformed into optimization problems: 
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Optimize the use of its Lagrange dual problem 
is non-negative Lagrange multipliers, to solve the 
following maximum function: 
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The optimal classification function is
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The function of input data is mapped from a low 
dimensional input space to a high dimensional space by 
nonlinear mapping function. Non-linear problems input 
space can be converted into linear problems in attribute 
space. This non-linear mapping function is called kernel 
function [6]. Let x be a map to the high latitudes in the 
corresponding space c , kernel mapping function ( )xΦ . 

Kernel function K, ( ) ( ) ( , )Tx x K x x′ ′Φ Φ = , SVM find 
a hyper plane ( )T x bw Φ + . 

Objective function becomes: 
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Considered the largest division and the training 

error and optimize the formula: 
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1.2  Multiple Kernel learning
Let the function set M by a number of kernel functions 
K1…Km form, the kernel function corresponding to 
the mapping function is 

1Φ …. 
MΦ

MKL[7] formula: 
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w h i c h ω k m e a n s

kΦ t h a t  t h e  e n t i r e  w e i g h t 
of machine learning. 
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M u l t i p l e  k e r n e l  l e a r n i n g   MKLK i s  a  l i n e a r 
combination of convex
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1.3  MKl-SVM calculation and optimization 
of Parameters
Choos ing  MKL-SVM kerne l  func t ion  depends 
on the requirement for data processing requirements. 
With the overall function and partial kernel function 
a r e  m u t u a l l y  c o m p l e m e n t a r y  i n 
the  c lass i f icat ion performance,  us ing different 
k e r n e l  f u n c t i o n s  c a n   c o m p o s e  a  m u l t i -
kernel  kernel  function[8],  but  i f  too many types 
o f  MKL he te rogeneous  ke rne l  func t ion ,  SVM 
training would be too complicated.

Therefore,  the paper  used M = 2,  the kernel 
function selected: 

Gaussian RBF (Radial Basis Function) kernel 
function has a good local ability to learn, but weak 
ability to promote generalization.
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Polynomial Function (PF) is a global kernel function, 
has a better ability to generalization, but weaker ability to 
learn. 

( , ) ( , 1) ,dK x y x y d N= 〈 〉 + ∈
Sigmoid kernel function applied to neural network, 

which has a good overall classification performance.
( )
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MKL-SVM calculation kernel parameters σ、d、β0、
β need to find a suitable value to minimize SVM test er-
ror rate is minimum. λ Weights of the MKL-SVM also 
need to play a key role in optimization. Kernel parameters 
and weights determine the MKL-SVM. The paper estab-
lish the optimization solution steps, through use the rela-
tionship between the kernel function is equivalent to the 
relationship between the kernel matrix, and combine 
with LOO cross-validation techniques and kernel align-
ment [9].
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reflecting the differences between different kernel func-
tion relationship.

2 k1, k2 use the LOO method to find the kernel parame-
ters 

1 2
ˆ ( , , )A S k k and achieve the largest kernel parameters.
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4 construct a power parameter λ and the Lagrange mul-

tipliers αi equation construct quadratic programming sub-
problems:      
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5Repeat step 4until the error is minimal, the algo-
rithm converges to the optimal value of λ.

2.  exPerIMentS

2.1  evaluation criteria
For the classification of n states, ce is the number of the 
correct classification about i state, te is the number of 
not classified, fe is the number error message.  Precision 
(P) ceP

ce fe
=

+
shows the proportion of system correctly 

classified information to all classified information. Recall 
(R) ceR

ce te
=

+
shows the possible proportion of the sy

stem correctly classified information to all the correct 
information. Reviews need to consider performance 

of model P and R, the introduction
2

2

( 1)PRF
P R

b
b

+
=

+
. β is 

the relative weight of  P and R  which decide to focus on 

the P or the R , usually set to 1. F value is greater which in
dicating better classification performance.

2.2  Dimensions of Classification
According to the web service processes and common 
theme in reviews, the paper summed up the classification 
dimensions of the reviews (Table 1).

Table 1
Reviews Categories Shopping Dimension

Object Code Dimensions Explain

Pre-purchase
A1 Counseling services available to resolve customer questions online Q & A

A2 Product information provides a comprehensive website product information to meet customer demand 
information 

Commodity
B1 Price pricing fluctuations impact to customers

B2 Product Features for goods using the experience

Web Services

C1 Facilitate payment Web site  variety, safety

C2 Internal rationing transfer cargo internal order processing speed

C3 Communication informa-
tion process information timely delivery of goods to customers

Logistics 
services

D1 Timely logistics time is reasonable and timely

D2 Attitude courier service delivery approach

D3 Quality packaging wear, safety

For service E1 Return goods return goods handling problems
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2.3  experimental results
From online shopping websites such as Amazon, 
DangDang etl, the paper   had downloaded 3000 different 
customer reviews. Randomly selected 2000 as the 
training set, and the remaining as test set, compared 
with the F value in several ways. It can be seen from 
Figure 1, the Gaussian RBF SVM monocytes better than 

Polynomial. The classification performance Of MKL-GP 
and MKL-GS is superior to single-kernel SVM. MKL-
GP is better than MKL-SG, because sigmoid function 
only in certain conditions can meet the symmetric and 
positive semi-definite requirement of kernel functions, 
which is affecting its performance of classification.

0.6

1

A1 A2 B1 B2 C1 C2 C3 D1 D2 D3 E1

Polynom ial SVM Gaussian RBF SVM MKL-GS SVM MKL-GP SVM

Figure 1 
F-Value of Different Methods of Classification

The paper uses a different sample size to compare 
the two algorithms were compared, F values   using the 
mean. As can be seen from Table 2, MKL-GS shows 
poor performance characteristics due to the influence 
of Sigmoid function when the sample size is not 

large enough. As the number of samples increases, 
MKL gradually shows obvious advantages and exhibit 
better classification performance than single-kernel SVM.  
When the sample size reach 2000, the improvement of 
SVM classification performance is not obvious.

Table 2  
F-value of Different Sample 

Sample Polynomial SVM Gaussian RBF SVM MKL-GS SVM MKL-GP SVM

300 0.6573 0.6639 0.5081 0.6047
600 0.6894 0.7429 0.7026 0.7493
1000 0.7047 0.7579 0.8081 0.8169
2000 0.7715 0.8040 0.8559 0.8621
3000 0.7745 0.8037 0.8551 0.8676

concluSIon
Critical analysis of online shopping needs of a variety 
of technologies. Review classification of critical 
analysis is the first step in shopping, but also requires a 
combination of text mining, sentiment analysis, marketing 
analys is  and other  methods  to  help  companies 
master the consumer experience and provide policy 
recommendations. MKL-SVM ensemble learning to 
play different characteristics of heterogeneous kerne
l function and achieve improvement of classification 
performance about shopping reviews. There are various 
kinds of praise on the network, such as comments, 
news, blog, micro blogging, the analysis for these types 

of text classification. Through optimize the kernel 
function and related parameters, other researchers can 
achieve better classification performance by reference of 
MKL-SVM method.
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