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Abstract

Recent breakthroughs in natural language processing
(NLP) have introduced large language models (LLMs)
such as ChatGPT-4.0 and its smaller variant, ChatGPT-40
Mini, which are increasingly leveraged for machine-aided
translation (MT). This research investigates the critical
role of prompt engineering in optimizing translation
quality with these models. By conducting a systematic
comparison between ChatGPT-4.0 and ChatGPT-40
Mini, this study examines how different prompt designs
influence translation accuracy and fluency across various
text typles. Employing a rigorous literature review,
empirical analysis, and comprehensive sample evaluation,
the current study provides an in-depth assessment of
how prompt engineering affects translation outputs. The
findings offer practical recommendations for enhancing
translation practices and set the stage for future research
in this evolving domain.
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1. RESEARCH BACKGROUND

The integration of Al-driven translation tools has brought
transformative changes to translation studies. Large
language models (LLMs) like OpenAl’s GPT-4.0 represent
a significant advancement, offering robust capabilities in
generating coherent and contextually accurate translations.
However, the efficacy of these models is contingent
upon prompt engineering—the technique of designing
input prompts to elicit optimal outputs from the model.
Effective prompt engineering is crucial for maximizing
translation quality, particularly when addressing the
complexities of idiomatic expressions, specialized
terminologies, and context-specific nuances. This research
aims to investigate how different prompt designs affect the
performance of GPT-4.0 and GPT-4.0 Mini in translation
tasks, providing insights into best practices for optimizing
translation outputs.

2. LITERATURE REVIEW

Prompt engineering has become an essential field in
optimizing the performance of large language models
(LLMs) such as GPT-4.0 and GPT-4.0 Mini. The concept
originated from the necessity to enhance the specificity
and effectiveness of language models in performing
designated tasks. Early prompt engineering techniques
were relatively straightforward, primarily involving direct
command prompts. For example, users might input simple
commands like “Translate this text into Spanish” to elicit
a translation response from the model (Radford et al.,
2019). These early methods were effective for basic tasks
but lacked the depth required for complex or nuanced
translations. Over time, more sophisticated prompt
engineering strategies have emerged. Contextual framing,
where prompts are designed to provide additional context




or specify the task more clearly, has become a common
practice. This technique involves crafting prompts that
include relevant information or instructions to guide the
model toward producing more accurate and contextually
appropriate outputs. For instance, a prompt might include
background information about the text to be translated
or specific stylistic guidelines to be followed. Brown et
al. (2020) demonstrated that such advanced prompting
techniques could significantly enhance the model’s
performance by aligning its output more closely with the
user’s requirements.

The development of prompt engineering is closely
tied to the advancements in model architecture and
capabilities. As models like GPT-3 and GPT-4 become
more complex, the prompts need to be carefully designed
to fully leverage their potential. The evolution of prompt
engineering reflects a growing understanding of how to
communicate with these models effectively, ensuring that
they perform optimally in diverse scenarios. Machine
translation has seen remarkable progress from its early
days of rule-based systems to the current state of neural-
based approaches. Rule-based translation systems,
which relied on predefined linguistic rules and bilingual
dictionaries, had significant limitations in terms of
flexibility and scalability. These systems were often rigid
and struggled with nuances such as idiomatic expressions
and context-specific meanings. The advent of Neural
Machine Translation (NMT) marked a paradigm shift
in the field. NMT leverages deep learning techniques
to learn from vast amounts of bilingual data, enabling
models to generate translations based on patterns and
context rather than fixed rules. Bahdanau et al. (2014)
introduced the concept of attention mechanisms in NMT,
allowing models to focus on different parts of the source
text dynamically, improving translation quality. The
introduction of transformers by Vaswani et al. (2017)
further revolutionized NMT. Transformers utilize self-
attention mechanisms to process sequences of words
more effectively, capturing long-range dependencies
and contextual relationships. This architecture paved the
way for more advanced models such as GPT-3 and GPT-
4. These models, built on the transformer architecture,
exhibit enhanced capabilities in understanding and
generating natural language, including translation tasks.
The evolution from rule-based to neural and transformer-
based models represents a significant leap in the ability
to handle complex linguistic tasks, including those
requiring nuanced understanding and context. GPT-
4.0 represents a substantial advancement in the field of
language modeling. It incorporates improved context
understanding and generation capabilities, built upon the
foundation established by previous models like GPT-3.
According to OpenAl (2023), GPT-4.0 features enhanced
training on a broader and more diverse dataset, allowing
it to handle a wide range of translation tasks with greater
accuracy and fluency. The model’s ability to generate
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coherent and contextually relevant translations is a
testament to its sophisticated architecture and extensive
training. In contrast, GPT-4.0 Mini is designed to be a
more resource-efficient variant of GPT-4.0. While it offers
reduced computational requirements and faster response
times, it operates with fewer parameters and less training
data compared to its larger counterpart (OpenAl, 2024).
This trade-off in size and resources results in certain
performance limitations, particularly in handling complex
or domain-specific translation tasks. The GPT-4.0 Mini
version provides valuable insights into the challenges of
scaling language models and the impact of model size
on translation quality. Despite its limitations, GPT-4.0
Mini remains useful for applications where computational
efficiency is crucial, and it highlights the importance of
balancing performance and resource constraints in model
deployment.

Recent studies have underscored the critical role of
prompt design in optimizing the performance of LLMs for
translation tasks. Gao et al. (2022) demonstrated that the
effectiveness of translation models is heavily influenced
by how prompts are constructed. Well-designed prompts
can significantly improve the model’s ability to handle
polysemous words, contextual information, and domain-
specific vocabulary. For example, specifying the context
or providing additional details about the source text
can guide the model to generate more accurate and
contextually appropriate translations. Liu et al. (2023)
further explored the impact of prompt engineering on
translation quality, highlighting how different types
of prompts affect the model’s performance. The study
found that prompts which include explicit instructions or
contextual information lead to better translation outcomes,
especially in handling complex or specialized content.
This research emphasizes the need for careful prompt
design to fully leverage the capabilities of advanced
language models and achieve optimal translation results.
Yamada’s (2023) prompt engineering operation illustrates
a systematic approach to enhancing machine translation
through thoughtful prompt design, ultimately aiming to
bridge the gap between machine-generated translations
and the nuanced requirements of human translators.
Overall, the literature reveals that prompt engineering is
a key factor in enhancing the performance of language
models in translation tasks. As models like GPT-4.0 and
GPT-4.0 Mini continue to evolve, the development of
advanced prompt engineering techniques will remain
crucial for optimizing translation quality and addressing
the challenges of translating diverse and nuanced content.

3. METHODOLOGY

The current study aims to provide a comprehensive
evaluation of how different prompt designs impact the
translation quality of both ChatGPT-4.0 and ChatGPT-
40 Mini. The methodology ensures a robust analysis of
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the models’ capabilities across various types of prompts
and translation tasks. For this study, ChatGPT-4.0 and
ChatGPT-40 Mini were chosen due to their contrasting
capabilities, which offer valuable insights into the
impact of model size and complexity on translation
performance. The model of ChatGPT-4.0 is selected for
its advanced capabilities, including a larger number of
parameters, broader training data, and improved contextual
understanding. These features make it well-suited for
handling complex translation tasks and understanding
nuanced prompts. Its comprehensive architecture enables
it to generate high-quality translations, particularly when
provided with detailed or context-rich prompts. The variant
model - ChatGPT-40 Mini is chosen to explore the effects
of model size and computational efficiency on translation
performance. While ChatGPT-40 Mini is designed to be
more resource-efficient, it operates with fewer parameters
and less extensive training data compared to GPT-4.0. This
makes it an ideal candidate for studying the limitations and
performance trade-offs associated with smaller models.
By comparing it with GPT-4.0, the study aims to identify
how prompt design influences performance in a resource-
constrained environment.

The prompt design framework is structured into 2
distinct categories, each targeting different levels of
specificity and complexity in translation tasks:

1) Zero-shot Prompting: Zero-shot prompts are
designed to assess how well the models perform with
minimal context. These prompts are straightforward
and provide no additional information beyond the basic
translation request. For instance, a zero-shot prompt
like “Translate this sentence from Japanese to English”
requires the model to generate a translation with only the
basic instruction and no extra context. This category helps
evaluate the models’ ability to handle general translation
tasks and provides insights into their baseline performance
when given simple, direct commands.

2) Few-shot Prompting: Few-shot prompts include
more detailed instructions and provide context or stylistic
requirements. This category is further divided into
intermediate and advanced prompts: Intermediate prompts
offer additional guidance on tone, style, or context.
For example, “Translate this business letter into formal
Spanish” instructs the model to produce a translation with
a specific tone and formality. This type of prompt tests
the model’s ability to incorporate contextual information
and adhere to stylistic norms, such as formality or genre-
specific conventions. Advanced prompts involve highly
specific instructions, focusing on technical accuracy
or domain-specific language. For instance, “Translate
this scientific research paper into Spanish, maintaining
technical terminology and formal tone” requires the model
to handle specialized content with precision. This type of
prompt assesses how well the models manage complex,
technical, or field-specific translations, particularly in
maintaining technical terminology and a formal tone.
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We design two categories of prompts: zero-shot
prompting and few-shot prompting; these two types
of prompting strategies are applied in the models of
ChatGPT-4.0 and ChatGPT-40 mini in the translating
process of 6 texts (English-Chinese translation and Chinese-
English translation respectively, see Appendix 1-6):

1) Zero-shot prompting: {Chinese-English translation
OR English-Chinese translation}. Zero-shot prompting
provides only simple commands without further
explanations.

2) Few-shot prompting

Text 1: {Now we have an ancient Chinese legend
about a legendary messenger dog written in Classical
Chinese by Zu Chongzhi. Please analyze the source
text (in Classical Chinese) and translate it into accurate,
fluent, idiomatic, natural and comprehensible modern
English, balancing and blending the domestication and
foreignization translation strategies. Make sure that the
target readers in America and the UK shall enjoy the
authentic Chinese story and comprehend the English
version in a relatively easy manner.}

Text 2: {Now we have an ancient Chinese story about
an unexpected encounter of an alien from the Moon
written in Classical Chinese in China’s Tang Dynasty.
Please analyze the source text (in Classical Chinese) and
translate it into accurate, fluent, idiomatic, natural and
comprehensible modern English, balancing and blending
the domestication and foreignization translation strategies.
Make sure that the target readers in America and the UK
shall enjoy the authentic Chinese story and comprehend
the English version with less processing effort.}

Text 3: {Now we have a government notificaiton in
Mandarin Chinese about a seminar on CPC’s plenary
session. Please analyze the source text (in Mandarin
Chinese) and translate it into accurate, fluent, idiomatic,
natural and comprehensible modern English with special
emphasis on its political and journalistic genre. Make sure
that the target audiences in Hong Kong shall comprehend
the notification and comprehend the English version
without extra processing effort. }

Text 4: {We now have a source text in English
about the trade war with China launched by the
Trump government. Please analyze the source text and
translate it into accruate, fluent, idiomatic, natural and
comprehensible Chinese with special emphasis on the
journalistic and political genre as well as target readers’
acceptability and comprehensibility. }

Text 5: {The following English text is published by
BBC World Service about the origin and flourishing
of afternoon tea in the UK. The author is Billie Cohen.
Now please analyze the text and translate it into accurate,
fluent, idiomatic, natural, comprehensible Chinese by
paying special attention to the cultural awareness and the
acceptability of the target audiences. The Chinese readers
shall comprehend the target text without much processing
effort.}
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Text 6: {We now have a science report about the
newly discovered cave on the Moon. Please analyze
the source text (in English) and translate it into
accurate, fluent, professional, idiomatic, natural and
comprehensible Chinese, paying special attention to
terminology consistence in the field of astronomy. Target
text audiences are supposed to comprehend the Chinese
version without extra processing effort. }

In order to comprehensively assess the performance of
the models, the BLEU (Bilingual Evaluation Understudy)
score is used to measure translation accuracy. BLEU
evaluates how closely the generated translations match
reference translations by comparing n-grams (sequences of
n words) between the model’s output and human-provided
reference texts. A higher BLEU score indicates greater
alignment with the reference translations, reflecting better
translation accuracy. This metric is particularly useful
for assessing how well the models handle grammatical
structures and vocabulary. On the other hand, fluency
is evaluated by ChatGPT-4.0 model which assesses the
naturalness and readability of the translations. This metric
is also automatic and captures how well the translations
flow and whether they adhere to the conventions of the
target language. Evaluators may look for issues such as
awkward phrasing, unnatural sentence structures, or errors
in grammar.

4. TRAINING DATA COLLECTION

The current analysis selects 6 texts (3 in Mandarin
Chinese and 3 in English) as our sources of training data.
The genres range from literary, political, commercial
to historical texts. We adopt human transltors’ versions
(provided by a professional translation team based in
Calgary and the team members are all bilingual speakers
of English and Chinese) as the metric standard for BLEU
calculation. In order to analyze and detect the response
differences from ChatGPT-4.0 and ChatGPT40 mini with
different prompts, we first input source texts with zero-shot
prompt and then input them with few-shot promot; thus
the two models can provide 4 different target texts. Taking
the version by human translator as the metric standard, we
could calculate their BLEU scores under Python.

To analyze and compare the translations provided by
ChatGPT-4.0 and ChatGPT-40 mini using BLEU scores,
follow these steps. This includes calculating BLEU scores
based on human translators’ versions as the reference. We
first collect the source texts (both English and Mandarin)
and their translations by human translators. Then we
obtain translations from ChatGPT-4.0 (both zero-shot and
few-shot) and ChatGPT-40 mini (both zero-shot and few-
shot). We then use the NLTK library for this purpose.
Here’s a Python script (Table 1) to calculate BLEU
scores. It assumes we have our translations and reference
translations in text files or strings.
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Table 1
Python script

from nltk.translate.bleu_score import corpus_bleu, sentence bleu
import nltk

nltk.download(‘punkt’)

# Example translations (Replace these with actual translations)
human_translations = [

“Human translator version text 1...”,

“Human translator version text 2...”,

“Human translator version text 3...”

]

translations_chatgpt 4 0 zero_shot=[

“ChatGPT-4.0 zero-shot version text 1...”,
“ChatGPT-4.0 zero-shot version text 2...”,
“ChatGPT-4.0 zero-shot version text 3...”

]

translations_chatgpt 4 0_few_shot=[
“ChatGPT-4.0 few-shot version text 1...”
“ChatGPT-4.0 few-shot version text 2...”

“ChatGPT-4.0 few-shot version text 3...”
]

translations_chatgpt 40 _mini_zero shot = [
“ChatGPT-40 mini zero-shot version text 1...”,

“ChatGPT-40 mini zero-shot version text 2...”,
“ChatGPT-40 mini zero-shot version text 3...”

]

translations_chatgpt 40_mini_few_shot = [

“ChatGPT-40 mini few-shot version text 1...”,
“ChatGPT-40 mini few-shot version text 2...”,
“ChatGPT-40 mini few-shot version text 3...”

]

# Convert human translations to list of reference translations
references = [[text.split()] for text in human_translations]

# Convert model translations to list of hypothesis translations
hypotheses chatgpt 4 0 zero shot = [text.split() for text in
translations_chatgpt 4 0 zero_shot]
hypotheses chatgpt 4 0 few shot = [text.split() for text in
translations_chatgpt 4 0 _few_shot]
hypotheses chatgpt 40 mini_zero shot = [text.split() for text in
translations_chatgpt 40 _mini_zero_shot]
hypotheses chatgpt 40 mini_few shot = [text.split() for text in

translations_chatgpt 40 mini_few_shot]

# Calculate BLEU scores
def calculate_bleu_score(references, hypotheses):
return corpus_bleu(references, hypotheses)

bleu_score chatgpt 4 0 zero_shot = calculate bleu_score(references,
hypotheses_chatgpt 4 0 zero_shot)
bleu_score chatgpt 4 0 few shot = calculate bleu_score(references,
hypotheses_chatgpt 4 0 few_shot)
bleu_score_chatgpt 40 mini_zero_shot = calculate bleu
score(references, hypotheses_chatgpt 40 mini_zero_shot)
bleu_score_chatgpt 40 mini_few_shot = calculate bleu
score(references, hypotheses chatgpt 40 mini_few_shot)

# Print BLEU scores

print(f”BLEU Score ChatGPT-4.0 Zero-Shot: {bleu score
chatgpt 4 0 zero shot:.4f}”)

print(f’BLEU Score ChatGPT-4.0 Few-Shot: {bleu score
chatgpt 4 0 few shot:.4f}”)

print(f’BLEU Score ChatGPT-40 Mini Zero-Shot: {bleu score
chatgpt 40 mini_zero_shot:.4f}”)

print(f’BLEU Score ChatGPT-40 Mini Few-Shot: {bleu score
chatgpt 40 mini_few_shot:.4f}”)
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We execute the script to get the BLEU scores (see
Table 2) of the target texts generated by ChatGPT-4.0
and ChatGPT-40 mini with zero-shot prompting and few-
shot prompting. Higher BLEU scores might indicate a
closer match to the human translator’s version, reflecting
better translation quality. While lower BLEU scores
implicate more divergence from the human translation,
highlighting areas for improvement. Thus by calculating
and comparing BLEU scores, you can objectively evaluate
the performance of different translation approaches. This
method provides a quantitative measure of translation
quality, helping us understand how well ChatGPT-4.0
and ChatGPT-40 mini models perform with different
prompting strategies.

Table 2
BLEU scores of versions generated by ChatGPT-4.0
and ChatGPT-40 with zero-shot prompt and few-shot
prompt

BLEU score (zero-shot BLEU score (few-shot

Texts prompting) prompting)
ChatGPT-40 mini: 0.82 ChatGPT-40 mini: 0.841
Bcl ChatGPT-4.0: 0.85 ChatGPT-4.0: 0.87 1
ChatGPT-40 mini: 0.70 ChatGPT-40 mini: 0.74 1
2 ChatGPT-4.0: 0.68 ChatGPT-4.0: 0.72 1
ChatGPT-40 mini: 0.80 ChatGPT-40 mini: 0.82 1
B3 ChatGPT-4.0: 0.85 ChatGPT-4.0: 0.87 1
ChatGPT-40 mini: 0.58 ChatGPT-40 mini: 0.72 1
“rl ChatGPT-4.0: 0.65 ChatGPT-4.0: 0.78 1
ChatGPT-40 mini: 0.65 ChatGPT-40 mini: 0.75 1
“r2 ChatGPT-4.0: 0.70 ChatGPT-4.0: 0.80 1
CE3 ChatGPT-40 mini: 0.84 ChatGPT-40 mini: 0.83 |

ChatGPT-4.0: 0.82 ChatGPT-4.0: 0.85 1

The comparison between zero-shot prompting and
few-shot prompting BLEU scores suggests that, overall,
the translation quality improves with few-shot prompting
in both ChatGPT-4.0 and ChatGPT40 mini models. This
observation is reflected in most of the data, indicating
that giving a model a few examples (few-shot prompting)
generally enhances its performance in translation tasks.
However, there is an exception in the C-E 3 case (0.83
< 0.84), where the BLEU score for few-shot prompting
is slightly lower than for zero-shot prompting. This
exception demonstrates that while few-shot prompting
tends to improve performance, it does not guarantee better
results in every instance. The reason for this discrepancy
could be related to various factors such as the nature of
the translation task, the specific examples provided in the
few-shot prompting, or nuances in the language pair being
translated. This suggests that while few-shot prompting
is beneficial for improving translation quality in most
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cases, it is not universally superior, and there may be
certain contexts or conditions where zero-shot prompting
performs equally well or even better.

5. DATA ANALYSIS

Few-shot prompting provides the relevant information
about the source text, its genre, main content, the specific
task description, the purpose of the target text in the TL
culture. Few-shot prompting indeed leverages examples
to better guide the translation model by providing context
that helps generate more accurate and relevant translations.
Few-shot prompting involves providing the model with a
small number of example translations that demonstrate the
desired style, tone, and format for the task. This approach
contrasts with zero-shot prompting, where the model
has to generate translations without specific examples,
relying solely on its pre-existing knowledge. Few-shot
prompting helps the model understand the context of the
source text by including examples that provide relevant
information about the genre, content, and purpose of the
target text. For instance, if the source text is a political
article, the examples should reflect similar political
content and tone. By including examples from the same
genre (e.g., political, literary, commercial, historical),
the model is more likely to produce translations that are
genre-appropriate. For example, a literary translation
might need a more nuanced and expressive style, while
a commercial translation might prioritize clarity and
conciseness. Few-shot examples can also illustrate how
to adapt the translation to fit the target language culture.
This might involve using culturally relevant references,
idiomatic expressions, or specific formats that resonate
with the target audience. We follow the following steps
(Table 3) to analyze the BLEU scores provided in Table 2
and calculate the mean values for each category.

Based on the observations, ChatGPT-4.0 outperforms
ChatGPT-40 mini in both zero-shot and few-shot
prompting for English-to-Chinese (E-C) translation, which
suggests that ChatGPT-4.0 has a more robust language
understanding and translation capability compared to the
smaller version, ChatGPT-40 mini, in E-C tasks. This
performance gap is likely due to the larger model capacity
and more sophisticated training of ChatGPT-4.0. Few-
shot prompting generally yields higher BLEU scores
than zero-shot prompting for both models, indicating that
providing a few relevant examples (few-shot prompting)
generally improves translation performance for both
models. The models likely benefit from the contextual
cues provided in the few-shot examples, which help
guide the translation process more effectively than when
no examples are provided (zero-shot). These findings
highlight the importance of model size and the beneficial
impact of few-shot prompting in improving translation
quality, especially in E-C translation tasks.




Table 3
Calculations of mean values

Extract Data and Calculate Means

BLEU Scores for E-C Translation:

ChatGPT-40 mini:

- Zero-shot prompting: 0.82, 0.70, 0.80

- Few-shot prompting: 0.84, 0.74, 0.82
ChatGPT-4.0:

- Zero-shot prompting: 0.85, 0.68, 0.85

- Few-shot prompting: 0.87, 0.72, 0.87
Calculations:

ChatGPT-40 mini:

- Zero-shot mean: (0.82 + 0.70 + 0.80) / 3 =0.77
- Few-shot mean: (0.84 +0.74 + 0.82) / 3 =0.80
ChatGPT-4.0:

- Zero-shot mean: (0.85 + 0.68 + 0.85) /3 =0.79
- Few-shot mean: (0.87 +0.72 + 0.87) /3 =0.82
BLEU Scores for C-E Translation:

ChatGPT-40 mini:

- Zero-shot prompting: 0.58, 0.65, 0.84

- Few-shot prompting: 0.72, 0.75, 0.83
ChatGPT-4.0:

- Zero-shot prompting: 0.65, 0.70, 0.82

- Few-shot prompting: 0.78, 0.80, 0.85
Calculations:

ChatGPT-40 mini:

- Zero-shot mean: (0.58 +0.65 +0.84) /3 =0.69
- Few-shot mean: (0.72 + 0.75+ 0.83) / 3=0.77
ChatGPT-4.0:

- Zero-shot mean: (0.65 + 0.70 + 0.82) /3 =0.72
- Few-shot mean: (0.78 + 0.80 + 0.85) / 3 =0.81
2) Compare the Mean Values

E-C Translation Mean BLEU Scores:
ChatGPT-40 mini:

- Zero-shot: 0.77

- Few-shot: 0.80

ChatGPT-4.0:

- Zero-shot: 0.79

- Few-shot: 0.82

6. DISCUSSION

The findings above could help us explore possible
reasons behind them, and suggest optimal strategies for
prompt engineering to maximize translation quality.
ChatGPT-4.0 consistently outperforms ChatGPT-40
mini in translation tasks from English-to-Chinese (E-C)
and Chinese-to-English (C-E). The higher BLEU scores
achieved by ChatGPT-4.0 indicate its superior ability to
produce translations that are closer to human reference
translations in terms of fluency and accuracy. The
enhanced performance of ChatGPT-4.0 could be attributed
to several factors such as its larger model size, more
advanced training algorithms, or a more extensive and
diverse training dataset compared to ChatGPT-40 mini.
Few-shot prompting, where specific examples are
provided in the prompt — yields higher BLEU scores
than zero-shot prompting, where no examples are given.
This suggests that examples in the prompt help the
model understand the context and expected translation
style better, leading to more accurate and contextually
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appropriate translations. The presence of examples in
few-shot prompting likely provides the model with
clearer guidelines and patterns, which helps it generate
translations that are more aligned with the desired output.

ChatGPT-4.0 is likely more advanced in terms of its
underlying architecture and training. It might have been
trained on a larger and more diverse dataset, allowing
it to better understand and generate translations across
different language pairs. Providing examples through
few-shot prompting helps in bridging the gap between
the model’s training data and the specific translation task.
Examples give the model concrete references to base its
translations on, which reduces ambiguity and improves
consistency. ChatGPT-4.0 might benefit from enhanced
training algorithms and a more comprehensive dataset,
which contribute to its better performance compared
to ChatGPT-40 mini. This includes better handling of
language nuances and contextual information.

Translators always want to achieve optimal prompting
in order to streamline the working mode of chatbots
in translating process. They shall provide well-chosen
examples of translations that demonstrate the desired
style and accuracy. Ensure that these examples cover a
range of sentence structures and vocabulary to guide the
model effectively. They shall also make sure the examples
are contextually relevant to the text being translated.
This helps the model better understand how to apply the
examples to the given input. We shall adopt examples
that are consistent in terms of language complexity and
style with the input text. This reduces discrepancies and
helps the model align its output with the given examples.
Human translators shall also incorporate clear and
concise instructions in the prompt. For instance, specify
the tone, formality, or any other stylistic preferences
to guide the model in generating translations that meet
specific requirements. By implementing these strategies,
translators can enhance the effectiveness of prompt
engineering and achieve better translation quality with
both ChatGPT-4.0 and ChatGPT-40 mini.

To provide a weighted overall score based on BLEU
scores, we might also consider the following metrics
in evaluating the translation quality of the second text
(“Cave discovered on Moon could be home for humans”)
of English-Chinese translation, namely, accuracy (how
well the translation matches the original meaning),
fluency (how natural and readable the translation is),
professionalism (the level of formal language and
adherence to scientific terminology), comprehensibility
(how easy it is to understand the translated text),
terminology consistency (consistency in the use of
technical terms). A possible prompt of evalutaion for
chatbots might be designed like this: {We now have a
science report about the newly discovered cave on the
Moon. Please analyze the source text (in English), a
reference Chinese version by human translator (served as
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BLEU metric standard) and another 4 Chinese versions
generated by ChatGPT-4.0 (with zero-shot prompt and
few-shot prompt) and ChatGPT-40 (with zero-shot prompt
and few-shot prompt). After analysis and comparison,
please provide overall scores weighted by BLEU
scores and the aspects of ACCURACY, FLUENCY,
PROFESSIONALISM, COMPREHENSIBILITY, and
TERMINOLOGY CONSISTENCY}. The response from
ChatGPT-4.0 is quoted in the Table 4.

Table 4
Calculation of overall scores

scores alone can offer. While BLEU scores provide a
quantitative measure of how closely a translation matches
reference translations, qualitative evaluations offer a
deeper understanding of how well the translation performs
in context. Combining both approaches can provide a
more comprehensive picture of translation quality. By
integrating qualitative evaluations with BLEU scores, we
can achieve a more nuanced assessment of translation
quality that accounts for the diverse requirements of
different genres.

Scores (out of 10):

1). ChatGPT-4.0 (Zero-shot Prompt)
- Accuracy: 7.5

- Fluency: 7.0

- Professionalism: 7.0

- Comprehensibility: 7.5

- Terminology Consistency: 7.5

- Overall: 7.3

2). ChatGPT-40 mini (Zero-shot Prompt)
- Accuracy: 8.0

- Fluency: 7.5

- Professionalism: 7.5

- Comprehensibility: 8.0

- Terminology Consistency: 8.0

- Overall: 7.78

3). ChatGPT-4.0 (Few-shot Prompt)
- Accuracy: 8.0

- Fluency: 8.0

- Professionalism: 8.0

- Comprehensibility: 8.0

- Terminology Consistency: 8.0

- Overall: 8.0

4. ChatGPT-40 mini (Few-shot Prompt)
- Accuracy: 8.5

- Fluency: 8.5

- Professionalism: 8.5

- Comprehensibility: 8.5

- Terminology Consistency: 8.5

- Overall: 8.5

In summary, the few-shot prompting significantly
enhances the translation quality of the models, with
ChatGPT-40 mini (Few-shot Prompt) leading in terms
of BLEU score and overall ratings. ChatGPT-4.0 (Few-
shot Prompt) is also highly effective but slightly behind.
The zero-shot versions, while still useful, show reduced
performance, particularly in fluency and consistency. The
data implicates that prompt design significantly influences
translation quality. For basic prompts, the differences
between ChatGPT-4.0 and ChatGPT-4.0 Mini are minimal.
However, as prompt complexity increases, ChatGPT-4.0
demonstrates superior performance, especially in
handling nuanced and technical content. Qualitative
evaluation based on specific genres (political, technical,
scientific, commerical, journalistic, litearary, etc) might
be a useful supplement for BLEU scores in translation
quality evaluation. incorporating qualitative evaluations
based on specific genres can significantly enhance the
assessment of translation quality beyond what BLEU
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7. SOME REFLECTIONS AND
EXPECTATIONS

The current study underscores the importance of prompt
engineering in enhancing machine-aided translation with
ChatGPT-4.0 and ChatGPT-40 mini. Effective prompt
design is shown to be a critical factor in improving
translation quality, as evidenced by the superior
performance of ChatGPT-4.0 in handling complex and
technical translations compared to ChatGPT-40 mini.

Properly crafted prompts are crucial for optimizing
machine translation outputs. The present research
demonstrates that well-designed prompts significantly
elevate translation accuracy and fluency. ChatGPT-4.0,
with its advanced prompt handling capabilities, excels in
translating intricate and technical content more effectively
than ChatGPT-40 mini. The study also offers actionable
guidelines for designing prompts that can enhance
translation outcomes. These guidelines are instrumental
for users seeking to maximize the effectiveness of
machine translation models in various contexts.
Effective prompts contribute to more accurate and fluent
translations by guiding the model to better understand
and convey complex information. BLEU provides a
quantitative way to evaluate machine translations, useful
for large-scale comparisons. However, BLEU focuses
on exact word matches without considering context
or synonyms, making it less effective for nuanced or
creative translations. Scores can vary significantly
depending on the reference translations used. More
diverse and contextually appropriate references lead to
better evaluation, but BLEU doesn’t inherently handle
this. BLEU doesn’t directly measure the fluency or
adequacy of the translation, which are critical aspects
of translation quality. Thus BLEU is a useful metric for
initial evaluation but should not be the sole measure
of translation quality. It works best in combination
with other metrics and human evaluation, especially
for languages with high variability in expression. The
choice of reference translations is crucial, and it depends
on the evaluation goal—whether it is to measure literal
accuracy, clarity, or naturalness.

It is straightforward to compute and interprets n-gram
precision effectively.




Future research should focus on further refining
prompt engineering strategies to address specific
translation challenges and improve overall performance.
Exploring the application of advanced prompt engineering
in real-time translation scenarios is a promising avenue for
research, aiming to enhance the practicality and efficiency
of machine translation in dynamic environments.

In summary, the current analysis highlights the
transformative impact of prompt engineering on machine-
aided translation, with ChatGPT-4.0 demonstrating
superior capabilities in handling complex and technical
translations. By following the practical guidelines
provided and focusing on future research, there is
potential for continued improvement in translation quality
and effectiveness.
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APPENDIX 1

English-Chinese translation (Text 1)

Source text (English)

The true story behind England’s tea obsession

A stiff upper lip and an almost genetic love of tea are what makes the English English. Except that the latter was
actually influenced by a Portuguese woman.

Imagine the most English-English person you can think of. Now I’m fairly certain that no matter what picture you
just conjured up, that person comes complete with a stiff upper lip and a cup of tea in their hand. Because that’s what
the English do. They carry on and they drink tea. Tea is so utterly English, such an ingrained part of the culture, that it’s
also ingrained in how everyone else around the world perceives that culture.

And while it’s fairly common knowledge that Westerners have China to thank for the original cultivation of the
tannic brew, it’s far less known that it was the Portuguese who inspired its popularity in England — in particular, one
Portuguese woman. Think about that next time you’re sipping steaming oolong from delicate mugs at the Ritz, or
standing under the portrait of Earl Grey in the Victoria & Albert Museum.

Travel back in time to 1662, when Catherine of Braganza (daughter of Portugal’s King John IV) won the hand of
England’s newly restored monarch, King Charles 11, with the help of a very large dowry that included money, spices,
treasures and the lucrative ports of Tangiers and Bombay. This hookup made her one very important lady: the Queen of
England, Scotland and Ireland.

When she relocated up north to join King Charles, she is said to have packed loose-leaf tea as part of her personal
belongings; it would also have likely been part of her dowry. A fun legend has it that the crates were marked Transporte
de Ervas Aromaticas (Transport of Aromatic Herbs) — later abbreviated to T.E.A.

That last bit probably isn’t true (etymologists believe the word ‘tea’ came from a transliteration of a Chinese
character), but what is for sure is that tea was already popular among the aristocracy of Portugal due to the country’s
direct trade line to China via its colony in Macau, first settled in the mid-1500s (visit today to sample the other end of
this culinary exchange, the Portuguese pastéis de nata, aka egg custard tarts).

When Catherine arrived in England, tea was being consumed there only as a medicine, supposedly invigorating the
body and keeping the spleen free of obstructions. But since the young queen was used to sipping the pick-me-up as part
of her daily routine, she no doubt continued her habit, making it popular as a social beverage rather than as a health
tonic.

Everything from Catherine’s clothes to her furniture became the source of court talk

“When Catherine married Charles, she was the focus of attention — everything from her clothes to her furniture
became the source of court talk,” said Sarah-Beth Watkins, author of Catherine of Braganza: Charles II’s Restoration
Queen. “Her regular drinking of tea encouraged others to drink it. Ladies flocked to copy her and be a part of her
circle.”

Hot poet of the time, Edmund Waller, even wrote a birthday ode to her shortly after her arrival, which forever linked
the queen and Portugal with the fashionable status of tea in England. He wrote:

“The best of Queens, and best of herbs, we owe
To that bold nation, which the way did show
To the fair region where the sun doth rise,
Whose rich productions we so justly prize.”

To be fair, tea could be found in England before Catherine arrived, but it wasn’t very popular. “Waller is recorded
drinking tea in 1657, which is a whole six years before Catherine turns up,” said Markman Ellis, professor of 18th-
Century Studies at Queen Mary, University of London, and co-author of Empire of Tea: The Asian Leaf that Conquered
the World. “He is a well-known aficionado for tea, which is unusual because it was so expensive and everyone was
drinking coffee at this time.”

The reason for the cost was threefold: England had no direct trade with China; tea from India wasn’t around yet; and
the small quantities that the Dutch were importing were sold at a very high premium.

“It was very expensive because it came from China and it was taxed very heavily,” explained Jane Pettigrew, author
of A Social History of Tea, winner of the 2014 World Tea Awards’ Best Tea Educator and director of studies at UK Tea
Academy.

Indeed it was so pricey (a pound went for as much as a working-class citizen made in a year), that, according to Ellis,
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“it ruled out anyone but the most elite and wealthiest sectors of society. So tea became associated with elite women’s
sociability around the royal court, of which Catherine was the most famous emblem.”

And what happens with famous people? Non-famous people imitate them. “When the queen does something,
everyone wants to follow suit, so very, very gradually by the end of the 17th Century, the aristocracy had started sipping
small amounts of tea,” Pettrigrew said.

Of course, the upper class didn’t invent the ritual of tea-drinking themselves — they were imitators too. As Pettigrew
recounted, “Until tea arrived with the Dutch, we [the English] didn’t know anything about tea. No sugar spoons, no
cups, no tea kettles (only kitchen kettles), so we did what always happens: we copied the entire ritual from China. We
imported [Chinese] tiny porcelain tea bowls, the saucers, the dishes for sugar, the small teapots.”

Catherine’s home country had a hand in in popularising this aspect of the tea experience, too. “Portugal was one of
the routes [by which] porcelain got to Europe,” Ellis noted. “It was very expensive and very beautiful, and one of the
things that made tea drinking attractive was all the pretty stuff that went with it, like having the latest iPhone.”

Since it was so prized, porcelain was probably part of Catherine’s dowry, and, like other aristocratic ladies, she
would have accrued many gorgeous trappings to pad out her tea sessions once she was living in England. Pettigrew
explained, “She started it as an aristocratic habit in her palaces — very posh, very upper class, and so the ceremony that
arrived from China was immediately associated with fine living. As soon as tea arrived, it had very strong connections
to feminine women and very big houses, I suppose through Catherine, because the porcelain cost huge amounts of
money. The poor had to make due with earthenware. So everything that was expensive had to do with the aristocracy.
It’s the same as today: You buy expensive things to show how important you are.”

Eventually the lower classes transformed tea into a more egalitarian drink, but today, travellers to London can
still experience the aristocratic pomp and circumstance at upscale hotels’ afternoon tea services, most notably at the
Langham Hotel’s Palm Court in London (which claims to be the birthplace of afternoon tea), the famed Ritz London
and Claridge’s.

You can find fancy tea events in Portugal too, but even there, the link to Queen Catherine is not well known. In the
historic municipality of Sintra, though, one hotel is trying to change that. At the Tivoli Palacio de Seteais Sintra Hotel,
general manager Mario Custodio is about to launch a special afternoon tea themed after Catherine in October. “In school
we don’t get this [history],” Custddio said. “I had no idea. Even the Portuguese don’t know this.”

The area of Sintra, spread across lush green mountains about 30 minutes outside Lisbon, is a Unesco World Heritage
Site, noted for its concentrated displays of European romantic architecture. The Seteais Palace, built in the 1780s by
Dutch consul Daniel Gildemeester, is just one of several ornate, whimsical estate homes that dot the Sintra landscape;
wedding-cake follies overlooking intricate, sprawling gardens and parks. Queen Catherine never lived here, but the
concentration of old wealth and must-see mansions makes it the perfect place to reflect on what the lives of Portuguese
nobility used to be like. You can easily imagine opulently dressed noblewomen gathering in opulently draped drawing
rooms, clinking teacups and swapping news and gossip.

For Custodio, bringing these little-known bits of history to life is what makes the travel experience special and
personal for visitors. “I’m trying to [present] these things that are very unknown because that is luxury today,” he said.

If Queen Catherine gave you a gift of marmalade, she didn&rsquo;t think that much of you

The daily tea service (open only to hotel guests), will highlight aspects of the Portuguese connection to this genteel
tradition. For instance, Custodio is working with a historian to serve the type of tea Catherine would have drank (Ellis
thinks it’s most likely a green tea, as no tea came out of India until the 1830s, long after she’d passed away). Marmalade
will also be part of the menu, as that’s another part of the Catherine of Braganza mythology that Custddio has stumbled
across in his research. The tale goes that, since some of the best oranges in the world come from Portugal, Catherine
had them shipped over to her new English home regularly. The ones that didn’t make the journey in top condition were
turned into marmalade. Of course, whole oranges were a more prized snack, so if Queen Catherine gave you a gift of
marmalade instead of oranges, it meant she didn’t think that much of you.

The spread at the Seteais Palace will come with no such judgments. Custodio is simply hoping that by mingling with
visitors during the themed tea service and by gifting them with a small book — complete with QR codes for more photos,
historical facts and fun stories — he’ll be helping to share some of the culture and colour of his home and reinforce the
long-term influence of a little-known transplant queen.

“We Portuguese want to believe that Catarina was responsible for the tea. I don’t want this history to die.”

Version by human
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APPENDIX 2

English-Chinese translation (Text 2)

Source text (English)

Cave discovered on Moon could be home for humans

15 July 2024

Georgina Rannard

Science reporter

Scientists have for the first time discovered a cave on the Moon.

At least 100m deep, it could be an ideal place for humans to build a permanent base, they say.

It is just one in probably hundreds of caves hidden in an “underground, undiscovered world”, according to the
researchers.

Countries are racing to establish a permanent human presence on the Moon, but they will need to protect astronauts
from radiation, extreme temperatures, and space weather.

Helen Sharman, the first British astronaut to travel to space, told BBC News that the newly-discovered cave looked
like a good place for a base, and suggested humans could potentially be living in lunar pits in 20-30 years.

But, she said, this cave is so deep that astronauts might need to abseil in and use “jet packs or a lift” to get out.

Lorenzo Bruzzone and Leonardo Carrer at the University of Trento in Italy found the cave by using radar to penetrate
the opening of a pit on a rocky plain called the Mare Tranquillitatis.

It is visible to the naked eye from Earth, and is also where Apollo 11 landed in 1969.

The cave has a skylight on the Moon’s surface, leading down to vertical and overhanging walls, and a sloping floor
that might extend further underground.

It was made millions or billions of years ago when lava flowed on the Moon, creating a tunnel through the rock.

The closest equivalent on Earth would be the volcanic caves in Lanzarote, Spain, Prof Carrer explains, adding that
the researchers visited those caves as part of their work.

“It’s really exciting. When you make these discoveries and you look at these images, you realise you’re the first
person in the history of humanity to see it,” Prof Carrer said.

Once Prof Bruzzone and Prof Carrer understood how big the cave was, they realised it could be a good spot for a
lunar base.

“After all, life on Earth began in caves, so it makes sense that humans could live inside them on the Moon,” says
Prof Carrer.

The cave has yet to be fully explored, but the researchers hope that ground-penetrating radar, cameras or even robots
could be used to map it.

Scientists first realised there were probably caves on the Moon around 50 years ago. Then in 2010 a camera on a
mission called the Lunar Reconnaissance Orbiter took pictures of pits that scientists thought could be cave entrances.

But researchers did not know how deep the caves might be, or if they would have collapsed.

Prof Bruzzone and Prof Carrer’s work has now answered that question, although there is much more to be done to
understand the full scale of the cave.

“We have very good images of the surface - up to 25cm of resolution - we can see the Apollo landing sites - but
we know nothing about what lies below the surface. There are huge opportunities for discovery,” Francesco Sauro,
Coordinator of the Topical Team Planetary Caves of the European Space Agency, told BBC News.

The research may also help us explore caves on Mars in the future, he says.

That could open the door to finding evidence of life on Mars, because if it did exist, it would almost certainly have
been inside caves protected from the elements on the planet’s surface.

The Moon cave might be useful to humans, but the scientists also stress that it could help answer fundamental
questions about the history of the Moon, and even our solar system.

The rocks inside the cave will not be as damaged or eroded by space weather, so they can provide an extensive
geological record going back billions of years.

The research is published in the scientific journal Nature Astronomy.

Graphic by Gerry Fletcher

Version by human translator (used as BLEU metric reference)
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G I Ty, HRROR N AT RETE20 22 304F J5 wl AR v 7E H BRETIF .

" B RIR, RAMETORRT, FORAAREFEESEZRE NEEN, REHH “w TN 46

BAHFRHEFE RS (University of Trento) HIEISHE A& (Lorenzo Bruzzone) FISEGHANZL « KE /R
(Leonardo Carrer) FIFTHIAZIE T ABRE AR “Hilg” L—NYulA O, iR 73X AN T,

X AHEER ERIER AL, tH2&19694F “RIyk% 117 5 (Apollo 11) MIZEREHE.

12 7AE A BRR A —ANIE, W) 3 B RE, LA AT BEZE A 2 R 5E IR AL TR Z T

AN E B LERT, BIEE T AR TR, WE s AP — 2k AR PR IE .

R IR AP REREUL, HBR b5 R fIR 7%, B2 P EEF =5 B B K R At 7e vl , AFFREA
RZM T IX LI 7 LI TR 7T

“ﬁﬁﬁ’ﬂé\%\jﬁ%}?o YRA T IR R IIEE BIX EEE R, ReRiREIECRAR R FE-NERIER
No 7 EHERER.

AN BN R R AR T IR R G, AT ER B AT R AR — AN L H BRI P A

“Hegm, HER ERAEGERIE TR TUAASEE B EAERNEB R SE SN, 7 FE R EE .

XA TR A e R R, E RN RAE DHEEIE. BEHLEZPLEE RS S .

KLZIBOERT, BHEEFATE RGNS AR Bl GBI 20105, #FN “ HERERIEUE ©178%”  (Lunar
Reconnaissance Orbiter) "M LA— & MM T —SypiH M f, RSO N LTI AT RS 2T AN H o

AN R HFAFIE IR LR AT B A 20, AZIE SN R O,

WAE, MEENMRERBIFN TECERZE TRA M, REZE T BEAEE AR 2 T/EE
.

CEATA B TE W A R EMGE—— 0 PR m I8 25 KR ——FRATT AT LUE B il 2 4 B i ——(HIRATTXS A R A
FHER =T A . XA BRI RIS . 7 BRIITR S (European Space Agency) AT & /& @/ NH Pp i 53
FREAPE TRl e R P (Francesco Sauro) #5iFBBCHT[H] .

i, X IR FTIE AT REHE BhERAT PR R R 2 K R B 1R .

X ATRENERATTF- R K B MRS AT I R], B W R A i sefie, L FEEeh TR K AR
ERSES-A NS

HERR ST REXS NG, ERMSAZFATM N, I aeA BT R 5 H BREE 3 KBH R 7 58 128 A n) 8,

TN A A 52 BIRZ RS BIABUZ ol PRt mT DA HEE A AE A iR S i % .

XU FE R RAERL A E (HIR-K3C%)  (Nature Astronomy) .

Hil B A% B e 9534 (Gerry Fletcher)
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APPENDIX 3

English-Chinese translation (Text 3)

Source text (English)

The US expects China to retaliate over the Trump administration’s latest tariff hike, chief economic adviser Larry
Kudlow said on Sunday.

“The expected countermeasures have not yet materialized,” Larry Kudlow told Fox News Sunday. “We may know
more today or even this evening or tomorrow.”

As markets digested the comments, futures trading pointed to a drop in Wall Street stocks on Monday while Asian
shares slipped in early trade.

Talks ended on Friday and Trump raised the spectre of a full-blown trade war when he ordered that tariffs on Chinese
imports worth around $200bn be raised from 10% to 25%.

Beijing retaliated for previous tariff hikes by raising duties on $110bn of US imports. Chinese officials have also
targeted US companies by slowing customs clearance and stepping up regulatory scrutiny.

On Saturday he had tweeted saying Beijing had deliberately sought to delay negotiations. “China felt they were
being beaten so badly in the recent negotiation that they may as well wait around for the next election, 2020, to see if
they could get lucky [and] have a Democrat win,” he said.

Kudlow told Fox no more talks were planned but also said there was a “strong possibility” Trump and Chinese
president Xi Jinping “will meet in Japan at [the] G20” summit at the end of June.

In China, state media said the door to talks was always open but China would not yield on important issues of
principle. In a commentary carried by the official Xinhua news agency, the ruling Communist Party’s People’s Daily
said there are no winners in any trade war and China did not want to fight but would not be afraid to do so.

Version by human translator (used as BLEU metric reference)

IS 205 ) 7 B« PEAE I J) PR RS2 A ve TR 1R SR VT 2o, T B U 0T b B SE i s T
BECISGHE, 577 P rp J7 2 SRIDUMH L) S e 2

CTRORE P B B T R AEAL, 7 B PR O AR S R U, RS OR, BFAI, BRVFROR, AT
FAEENEE 2407, 7

WEZF T 2 B RSN, —H/REREZ 5 e 5 Tk, MR 58T k.

HEAGRAER LA ER . SHFER, R R0 E 212000143 70 H [ fi 56 527 R B 10%4 &
F25%, BE2E51K 7 SR AT BERE R A B 2 iR AR .

N R TT BT E AR OB, o [ BUR 0 56 [ 4B 11004236 T i et R iR s 5Bl . 5 B A
BEXS SR AT, SRS SELE 7R 5% T2 LA N oif M A o 25 1 S o) 4 it

JAH, i H e PR AEAMERE EROR, T EBUMRIESE S R A . Oy IR A Ol ) B 2 R IR B
fHE, BUHCRBGEESA, #2020 € EF o givt2s, JEHFRETRIEEAME. 7

PEPEIR AR AR O T RN IE R, PRI B IREATH 5 iR A, BRI 5 rh [ E K % i ey
ATRE” KT e HIR “7E H AR G0 2 R 2347 221 . 7

FEE, o AR BRI I R T T K E MO, rb [ 48 AN 25 P 3 K P e @ B ko8 . B 7 8RR B A A T
R REIL SRR CARBHRD) B1Fe, WA BRASEEM RS, HEIFARITH S8, HE AR
TR
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Chinese-English translation (Text 1)

Source text (Mandarin Chinese)

WH

GREEE) fHrz

EHE/DIRE, BHIFR. RS, AXEMRIER, LEFEH. Bgd, S akE. REE, REAE. X
EN=HEIN, REBHEHIE, —HEX.

BT AT, AR, FERE: “BREGEERE, LESEHIOEEAR? 7 REERIFBEEZ .
A, BUME, RREHE, RHEER, goErm, SUNTERRNIE . S&0K, BUkiES, HEHER
Z, FHNUEE, M. 8oL, REE ELOEZ:, RBMED, HHEEERz. BEXBEADNE, 5%, K
N AAER, wEpR; HRELSE, NE, BRKE, RESZ, MERE. sEARRLE, mREEE
H

i3

BRIE, TEZ, ERIEFEEMN, MR AP, BERE. MAPRHER.

Version by human translator (used as BLEU metric reference)

“Yellow Ears” - A Legendary Messenger Dog

A COLLECTION OF STRANGE TALES

ZU CHONGZHI

Lu Ji (261-303 AD) was a famous poet in China’s West Jin Dynasty. As a young man, he was a huge fan of hunting.
When he lived in the Shire of Woo, one retainer of the Lu family presented him a hound named Yellow Ears. Then the
poet got a position at central government and moved to the nation’s capital. Of course that loyal dog accompanied him.
The dog was so smart that it could even understand human language. Lu ever lent the dog to a friend and his friend took
the dog on a trip. The clever creature was not deterred by 100 miles’ distance from home. Instead, following the same
path, it only took Yellow Ears one day to come back home.

As a government official, Lu could not leave the capital city without permission. What was worse, communication
with his family was extremely difficult due to inadequate postal system at that time. Thus Lu said jokingly to his dog, “For
such a long period that I did not hear anything from my family. Could you do me a favor to send a letter to my family
and carry their reply back to me?” Wagging its tail, the dog joyously barked as if it was replying “yes!” Lu tentatively
wrote a letter, sealed it in a bamboo tube, and tied the tube around the hound’s neck. Yellow Ears followed the post road
and ran fast towards the Shire of Woo. When the dog became hungry, it would hunt for some small animals in bush
and ate their meat. The post road was often cut off by broad rivers. Then the hound had to seek help from ferry boats.
By moving down yellow ears and wagging tail, the lovely dog gained sympathy from every boatman. In such a way
the hound got on board and crossed rivers. Right before the ferry boat was anchored, Yellow Ears would jump off and
rushed away. When it arrived at Lu’s old house, the dog barked while biting the bamboo tube in it mouth, implicating
that there was something important inside the tube. Reading its gesture language, the family members opened the tube
and read the letter. When they finished reading, the dog barked again as if it was requesting for a reply. Therefore, the
Lu family would like to follow suit: composing a reply letter, sealing it in the same tube, and tying it around the dog’s
neck. Once the hound got the reply letter, it immediately started its long return journey. At that time, it usually took an
average mailman 50 days to finish the task, while it took only the magic dog 15 days or so! Lu gave his messenger dog
a lavish funeral after it died years later by burying it in his hometown village. The dog’s tomb was just 200 yards away
from Lu’s house. The high grave mound was quite obvious and fellow villagers called it the Tomb of Yellow Ears.
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APPENDIX 5

Chinese-English translation (Text 2)

Source text (Mandarin Chinese)

(PR ARARD KRG

o KA, BRACARKR, ARcibd, BH-EHAuEEE L. MR, SLWE, FRER. fE, AR
Pz GEffH, 2R, $ERse, R AR, KERA, iy, JTiR#A. BIEZE:  “54h
AL, kg, BRNAEIES? 7 HNEERS, B, BF. XE=Z, Ty, BE: gk 7 ZA
Hatz, HEEFTE. ZAKE: “BRATGLHEEGMRT? A8, By, BB NEN. Fa/\8_TF5
Bz, TEI—8 7 HBIRE, ATRECE, EREGNE, TN B ‘Ot BARRA, WTAMR
H. 7 5, EoNfE—34%: “Hilk, BEFER. 7 58, AR

Version by human translator (used as BLEU metric reference)

A REPAIRMAN FROM THE MOON

*YOU YANG ZA ZU (THE MISCELLANEOUS RECORD OF YOU YANG)

In a year between 827 and 835 (China’s Tang Dynasty), Zheng Renben’s cousin and his friend Wang once visited
Mt. Song in central China. By crossing secluded valleys and running brooks, the two gentlemen were so fascinated by
the spectacular views that finally they got lost. It was about sunset, and they didn’t know their whereabouts. Without
knowing what to do, they just stood where they were.

Suddenly they heard someone’s loud snore. Pulling aside the bush branches, they found a man in white soundly
sleeping with a package under his head. Then the two friends hurriedly stepped forward to wake him up and asked for
help,” Sir, we accidentally came to this place and got lost. Could you tell us where the highway is?” The strange man
raised his head and peered for a while. Without any reply, he went to sleep again. Once again the two gentlemen woke
him up, and this time the strange man got up, calling them to move closer. Thus they came closer and asked the man in
white where he was from.

Smiling, the strange man replied, “do you know that the moon consists of 7 different elements? It’s a sphere, and the
moonlight is actually sunlight reflected by its mountains and peaks. There’re altogether 82000 households repairing the
moon and I’m one of them.” Opening up his package, the repairman showed them his various tools as well as two boxes
of “jade rice”. He then offered the visitors the meal and explained, “please share my food. Although it can not let you
become immortal, it can definitely make you healthy for the rest of your life.” Standing up, the repairman pointed at a
lane and said, “you just take this route and the highway is not far away.” After saying that, the man in white suddenly
vanished.

Copyright © Canadian Academy of Oriental and Occidental Culture 28



WANG Wei; ZHOU Weihong (2024).
Canadian Social Science, 20(5), 12-29

APPENDIX 6

Chinese-English translation (Text 3)

Source text (Mandarin Chinese)

gk ER AT

20244E8 H23H

O ERFE SR, JRE T R EEE AR Bt EEE Tt RERGE SRR . EaE
éﬁﬁ%ﬂ&%ﬁﬁ% RO ERT

%Iiﬁﬁgﬁﬁélkﬁﬁ%k@%&ﬁﬁﬁéﬁEwiﬁéA\éﬁk%ﬁ%k R B ek

Iﬁé g EERER, DA AR ﬂlﬁﬁ%% ol R EE.

ﬁ@ﬁﬁ%r,$A9+F*¢é@Tmﬁﬁl B E R SR, EERNREER
MERAEMRA R EE, 2T RAER RS B, P RKIICRT, ErlBREm g st
AR A ek, e, FRE BTN R CE, BN RN AR = A ek e ) LB N AR AN
REFE.

Hif 8 H26H T3 53070 7R 49 L B 3%, 17 s IR5 v 72 BURF A9 - 8 18 BB ] A N 1 5 75 JRi Facebook B
HILE, ABTEERGMEEME. S e o8N SRR BN BUR R N 13755 R 45 .

Version by human translator (used as BLEU metric reference)

Seminar on plenary session set

August 23, 2024

The Hong Kong Special Administrative Region Government announced today that it will hold a seminar on August
26 to promote the spirit of the Third Plenary Session of the 20th Central Committee of the Communist Party of China
(CPC Central Committee).

The Hong Kong SAR Government highlighted that upon its invitation, the central government is showing its staunch
support for the Hong Kong SAR by sending a publicity delegation to Hong Kong to speak on the spirit of the plenary
session of the 20th CPC Central Committee.

The aim of the seminar, which will be held at the Convention & Exhibition Centre in Wan Chali, is to promote the
spirit of the Third Plenary Session of the 20th CPC Central Committee to people from various sectors of the community.

Keynote speakers include National People’s Congress Constitution & Law Committee Vice-chairperson and
Chairman of the Legislative Affairs Commission of the National People’s Congress Standing Committee Shen Chunyao,
as well as Secretary of CPC Leadership Group of the Ministry of Commerce & Minister of Commerce Wang Wentao.

The Hong Kong SAR Government pointed out that it is an invaluable opportunity to have the delegation speak on the
spirit of the plenary session, and all citizens should watch the seminar to fully understand the content and significance
of the spirit.

In addition to leading the country towards Chinese modernisation and high-quality development, the plenary session
is also crucial to Hong Kong’s long-term development and people’s well-being, it stressed.

The seminar will be broadcast from 3pm to 5.30pm on August 26 via a webcast and on the Constitutional &
Mainland Affairs Bureau’s Facebook page. Major local television stations will also air the event.

Additionally, the full version of the seminar will be uploaded to the bureau’s website afterwards.
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